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TL;DR

Standard permutation-equivariant graph diffusion models struggle

with graph-to-graph translation due to symmetry.

We propose aligned denoisers, which break symmetry where

needed, preserving equivariance elsewhere.

Our approach achieves SOTA results in retrosynthesis (e.g., 54.7%

top-1 vs. 4.1% for unaligned models).

Motivation

Graph-to-graph translation underpins molecule editing, dynamic graph

prediction, and retrosynthesis, etc. Following the success of graph dif-

fusion in a number of graph-based tasks, we investigate its adaption to

graph-to-graph translation.
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Background

Graph diffusion models consist of a forward process, a reverse process,

and a denoiser architecture.
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q(Xt|Xt−1)

pθ(Xt−1|Xt,Y)

= ∑
X0 q(X0|XT ,X0)pθ(X0|XT ,Y,PY→X)

q(Xt+1|Xt)

pθ(Xt|Xt+1,Y)

Equivariant functions struggle to map symmetrical inputs to less

symmetrical outputs. We observe this in an experiment contrasting a

permutation-equivariant (PE) and a non-permutation equivariant (NPE)

GNNs.
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Equivariant denoisers cannot copy graphs

When asked to maintain equivariance while assigning different labels to

similar input, equivariant denoisers learn the marginal distribution of node

and edge labels of the training dataset. We prove this result formally in

Theorem 1 of the paper. This effect is mitigated (inefficiently) through

iterative denoising until we obtain a plausible sample.
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Solution: Aligned Equivariance

We can use indentifiers (e.g. atom-mapping numbers in a chemical reac-

tion) to match source and target graph components. This aligned equivari-

ance breaks the self-symmetries in the input while maintaining equivari-

ance in the non-matched parts.
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How to ensure alignment?

We explore three methods and their combinations.
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Results

Our PE+skip model matches SOTA in retrosynthesis, and maintains high

performance with few sampling steps.

Published as a conference paper at ICLR 2025
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Figure 6: Top-k scores for sampling step counts T for our PE-skip model and a model with a
standard permutation equivariant denoiser, using the first 10% of validation set reactions.

with the number of sampling steps for our best model with positional encodings and skip connec-
tions. We also compare to a permutation equivariant model and show that the top-k scores go to near
zero at 10 steps, while the aligned model sometimes recovers the ground truth even with a single
denoising step. We provide further ablations for different transition matrices, a model using only
the skip connections, and a model with matched Gaussian noise positional encodings in App. E.
With the latter experiment, we show that the benefits brought by the positional encoding having the
graph inductive bias due to the graph Laplacian eigenvector structure are not particularly significant,
compared to the inductive bias of alignment brought by matching the positional encodings across
sides.
Table 2: An extended comparison with top-k accuracy and MRR on the USPTO-50k test data set.
We include models with pretraining on larger data sets, and Retrobridge (Igashov et al., 2024), a
model whose evaluation is done with a relaxed metric that does not consider charges or stereochem-
istry.

Method k = 1 ↑ k = 3 ↑ k = 5 ↑ k = 10 ↑ M̂RR ↑

Pr
e-

tr
ai

ne
d RSMILES (Zhong et al., 2022) 56.3 79.2 86.2 91.0 0.680

PMSR (Jiang et al., 2023) 62.0 78.4 82.9 86.8 0.704

Te
m

p. Retrosym (Coley et al., 2017b) 37.3 54.7 63.3 74.1 0.480
GLN (Dai et al., 2019) 52.5 74.7 81.2 87.9 0.641
LocalRetro (Chen & Jung, 2021) 52.6 76.0 84.4 90.6 0.650

Sy
nt

ho
n GraphRetro (Somnath et al., 2021) 53.7 68.3 72.2 75.5 0.611

RetroDiff (Wang et al., 2023) 52.6 71.2 81.0 83.3 0.629
MEGAN (Sacha et al., 2021) 48.0 70.9 78.1 85.4 0.601
G2G (Shi et al., 2020a) 48.9 67.6 72.5 75.5 0.582

Te
m

pl
at

e-
fr

ee

SCROP (Zheng et al., 2019) 43.7 60.0 65.2 68.7 0.521
Tied Transformer (Kim et al., 2021) 47.1 67.1 73.1 76.3 0.572
Aug. Transformer (Tetko et al., 2020) 48.3 - 73.4 77.4 0.569
Retrobridge (*) (Igashov et al., 2024) 50.3 74.0 80.3 85.1 0.622
GTA_aug (Seo et al., 2021) 51.1 67.6 74.8 81.6 0.605
Graph2SMILES (Tu & Coley, 2022) 52.9 66.5 70.0 72.9 0.597
Retroformer (Wan et al., 2022) 53.2 71.1 76.6 82.1 0.626
DualTF_aug (Sun et al., 2021) 53.6 70.7 74.6 77.0 0.619
Unaligned 4.1 6.5 7.8 9.8 0.056
DiffAlign-input 44.1 65.9 72.2 78.7 0.554
DiffAlign-PE 49.0 70.7 76.6 81.8 0.601

O
ur

s

DiffAlign-PE+skip 54.7 73.3 77.8 81.1 0.639

4.3 BENEFITS OF DIFFUSION: GUIDED GENERATION AND INPAINTING

We study the use of an external function for guided generation and inpainting, thus demonstrating
the advantages of graph-to-graph diffusion in the field of retrosynthesis as a concrete application
domain. In retrosynthesis, an interesting use-case for posthoc-conditioning is to increase the proba-
bility of the generated reactants being synthesisable, using some pre-trained synthesisability model.
To showcase the idea, we use a toy synthesisability model based on the total count of atoms in
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Method k = 1 ↑ k = 3 ↑ k = 5 ↑ k = 10 ↑ M̂RR ↑

Unaligned 4.1 6.5 7.8 9.8 0.056
DiffAlign-input 44.1 65.9 72.2 78.7 0.554
DiffAlign-PE 49.0 70.7 76.6 81.8 0.601
DiffAlign-PE+skip 54.7 73.3 77.8 81.1 0.639

Downstream applications

Diffusion unlocks interesting features in retrosynthesis, including inpaint-

ing and inference-guidance.
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